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Abstract
Bourdieusian sociology has analysed the importance of cultural production and consumption 
practices in everyday life and its relations and resistances to the functions of late capitalism. But 
what if cultural practices and tastes are now embedded in digital social inequalities that extend 
beyond how cultural capital can theorises symbolic hierarchies? Datafication and 
financialisation have changed the world a great deal since Bourdieu’s death in 2002. Rentier 
capitalism and the asset economy have further entrenched the economic capital aspects of 
class domination. Cultural capitals still lubricate successful education transitions, but these need 
to be buttressed even more today by financial support for gap years and internships and social 
capital to access the right networks. The culture and creative industries are particularly 
exclusionary with obvious ramifications for who gets to make the world in their own image via 
art, media, design, and popular culture. This presentation will draw upon recent research to 
speculate what the digitalisation and financialisation of everyday life means for Bourdieusian 
inspired sociological analysis. For instance, if music tastes are enrolled as data points for 
predictive AI to make judgements about financial, insurance and housing access, our tastes and 
affinities become automated inequalities that include or exclude in ways that we will not even 
feel while it is happening and only know about once it is too late. This has ramifications for 
understanding the dissemination of symbolic violence where it happens virtually via the digital, 
as much as emotionally via how we currently understand the transmission of affects. Bourdieu 
showed us how ‘taste classifies, and it classifies the classifier’, but what if the classifier is a 
machine that uses vaguely homologous data proxies for humans that can only make speculative 
predictions and dehumanise everyday relations? 



Key Questions 

• If cultural consumption is treated as raw data, what does 
this mean for the concept of cultural capital if it is 
disembodied from its owner in the form of ‘entangled 
approximations’ (Mackenzie 2023: 1) that only resemble 
their originators in a zombified form? 

•How can someone experience symbolic violence when they 
neither see nor sense how or why they are being excluded? 

•How do we classify these data gaze producing 
classification machines? 

• Are we all now data zombies in a rentier machine? 



Subjects of Value vs ‘Low Hanging Fruit’

• The social position of the ‘subject of value’ is usually inherited as an accident of 
birth, where one learns how to perform their value and this disposition 
accumulates over time. 

• This is the episteme of Bourdieu.  

• When the digital and IRL co-constitute, the platforms track your data points the 
moment “you” engage with a browser, beginning as a child.

• For those like Laura , one of Skeggs and Yuill’s participants, a quintessential 
modern subject of value who performs and promotes herself her via Facebook, a 
high-profile and regular user, who had a dense and influential network, so she was 
tracked by Facebook over twelve hours per day.

• For those like Belle, participants in whom Facebook showed scant interest, her 
access to being a subject of value was continually constrained. 

• She cannot perform what she is not: aggregated by age, welfare, consumption, 
finance, and health, she does not have propertised cultural, social or economic 
capital and as a result the algorithms have identified her as “waste” and fixed her 
firmly in place as ‘low hanging fruit’. 

• ‘Waste’ is sold on automated advertising exchanges to debt companies and low 
budget supermarkets.



Bourdieu works for the bank

• Bourdieu showed us how ‘taste classifies, and it classifies the 
classifier’. 

• But what if the classifier is a machine that does not 
understand the difference between genres, artists or sounds, 
and only ‘sees’ those things as homologous data proxies 
that can merely speculatively relate to the risks they are 
trying to minimise, or the stuff they are trying to sell, or to 
anything at all. 

• Forms of distinction continue to include and exclude, but 
now also work as forms of prediction performed by machines 
that produce by a ‘data gaze’ (Beer 2019). 



Automating Inequality? 

• Our taste affinities become automated inequalities that 
include or exclude us in ways that we will not even feel while 
it is happening and only know about once it is too late. 

• Will your music taste contribute to processes getting a rental, 
a mortgage, insurance or a job? 

• This all complicates how inequality functions, automating 
and doubling down on existing inequalities, but also adding 
haunting elements and recursive self-fulfilling prophesies. 



Music taste now funds killing machines

• While multinational technical, creative and cultural 
corporations have always been vertically and 
horizontally integrated or had synergistic relations 
with the mechanisms of violence and war – IMB in 
World War 2 being the canonical example.

• Ek’s private sponsorship of war technology 
abstracted from everyday music consumption feels 
decidedly more perniciously efficient. 

• Certain legal forms, social relations, and cultural 
values embedded in music’s governing institutions 
have shaped the possibilities and limits of this new 
socioeconomic regime’ (Drott 2024: 5). 



Digitalised Distinction is as much about ‘how’, 
‘when’ and ‘where’ as about ‘what’

• Webster (2019, 2023): how music streaming shapes class distinctions.

• ‘Personalisation’ undermines practices of social distinction by automating the ‘labour 
of curation’ while compressing the time needed ‘to appreciate music for its own sake’. 

• Those with cultural capital at stake - in Webster’s study, mostly young, male cultural 
omnivores - experience this as a threat that contests their claims to distinction, they 
feel they have something to lose. 

• Seaver (2022: 11) critically develops Bourdieu with other perspectives in his work on 
computing taste, where taste is not just something one possesses, but is something 
we do. 

• Taste therefore is ‘a set of techniques for interacting with the world, and the world it 
interacts with is full of technologies’ (Seaver 2022: 12). 

• Taste interacts and transforms with culture’s technical dissemination over time – radio, 
records, tapes, CDs, downloading, streaming. 

• As a result, we might anticipate that what it means to have musical taste will change in 
a world full of algorithmic recommender systems. 

• I really like this research, but we need to go further to understand the new 
implications of digitized and financialised culture. 



Mood Machine (Liz Pelly)

• It’s an outrageous amount of data … Even having 
worked with it, it’s almost unfathomable. It’s fair to 
assume that every click that you’ve made in the app 
has been logged somewhere, whether or not it’s 
actively being used to make the recommendations. 
You should be under the assumption that any 
interaction you have within the Spotify app is going 
to be recorded (Industry insider in Pelly 2025)

• Maybe it turns out Spotify shares the information 
with a data broker, which is, in turn, absolutely 
happy to share this information with another actor 
to make a very detailed profile about me … It’s 
Spotify, it’s dating apps, it’s what I read online 
(Industry insider in Pelly 2025)



Mission/Function Creep

• Spotify has partnered with Facebook, Uber, Tesla, Tinder, and 
Virgin Airlines, as well as Ancestry.com and 23andMe, offering 
the last two companies “not only a new customer base but a 
new source of behavioral data, one that might profitably 
complement the genetic data they already possess” (Pelly 
2025). 

• Also marketers and ad-tech firms as well as “credit agencies, 
banks, health-care providers, insurers, governmental 
agencies, and finance companies” might want music-related 
data (Pelly 2025) .

• Examples of what is happening already: 

• There is start-up called Creditvidya which has used music streaming 
data as part of its algorithm for approving loans. 

• A microcredit start-up Lenddo uses concert ticket data as part of 
approving students for loans to buy textbooks.



‘Seeing without Knowing’ in an ‘Ordinal Society’ 

• ‘Seeing without knowing’ (Annay & Crawford): no transparency means no 
accountability: “transparency” has become an unrealistic ideal today

• ‘Categories all the way down’, ‘Ordinal Society’ (Fourcade & Healy): 

• “In the words of a Silicon Valley insider … predictive analytics come 
dangerously close to alchemy. Some uses go beyond even alchemy 
and cross over to the absurd. Perhaps substantively meaningless 
correlations are taken at face value to determine important 
decisions, or overfitted models are used in ways that would 
embarrass any well-trained analyst, or a method requiring any 
number of careful assumptions is put to work on terrible data.”

• AI/ML/LLM/NN all take association relationships (not even 
correlations) and makes them causal, creating self-fulfilling 
prophesies. 

• This turns what are clearly subjective associations into objective ‘truths’. 

• Takes a bastardised version of homophily to the nth degree, worst cases to 
absurd and downright violently discriminatory levels. 



Mosaic Groups and Types
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Professor Postcode

• As new forms of commercial data emerged - loyalty card transactions, 
travel histories, lifestyle surveys and early digital footprints - 
classification systems were recalibrated. 

• Cultural preferences, including musical taste, began to enter the systems 
- not as central indicators, but as one among many proxies for classed 
disposition. 

• Preferences were treated not as expressions of identity, but as signals 
with predictive utility. 

• Richard Webber, Mosaic’s architect, initially developed the system with 
little reference to sociological theory. 

• However, through collaboration with urban sociologists, he began to 
draw explicitly on ideas in Bourdieu’s Distinction. 

• His 2007 work on ‘The Metropolitan Habitus’ articulated how 
classification systems were shifting to capture aesthetic and moral 
repertoires. 





The Predictive Postcode 
• Roger Burrows’ fieldwork in Australia at the time revealed a parallel development: 

staff working on the Australian version of Mosaic often had backgrounds in cultural 
studies and actively used Bourdieu to justify the clustering logic. 

• Bourdieu was not applied as part of a structural analysis, but as a rhetorical 
resource to lend legitimacy to increasingly subtle forms of socio-cultural 
segmentation.

•  This was the ‘cultural turn’ in geodemographics: a moment when lifestyle data was 
folded into the architecture of classification, not to understand society, but to 
stratify it more precisely in search of profit; a key instance of the processes that 
Thrift (2005) describes in Knowing Capitalism. 

• The classificatory systems moved from describing socio-economic position to 
modelling behavioral tendencies.

• The aim was no longer to represent the social world, but to anticipate future 
actions.

•  Music preferences, television genres, dining habits and holiday destinations were 
treated not as meaningful in themselves, but as parts of larger behavioral 
assemblages. 

• What mattered was not what any single action revealed, but how combinations of 
data points correlated with outcomes of commercial or political interest.





Vulgar Bourdieusians & Machine Habitus

• Seaver points out that for what he calls the ‘vulgar Bourdieusian’, the 
object of preference doesn’t matter at all, and the experience of taste in 
the moment is incidental to the force of social structure, which compels 
certain tastes in certain people’ (Seaver 2022: 11). 

• While this is an inaccurate portrait of Bourdieu’s work, as Seaver points 
himself out, this ‘vulgar Bourdieusian’ position seems to be closer to what 
machine learning does. 

• This is highlighted by Airoldi’s (2022) concept of the ‘machine habitus’, 
which describes the socialisation processes of machine learning, what he 
describes as ‘culture in the code’ and ‘code in the culture’. 

• Machine learning ‘learns’ from the social – datafied, quantified and 
transformed into computationally processable information – and then 
they manipulate it, by drawing probabilistic relations among people, 
objects, and information (Airoldi 2022: 4). 



From Market Situations to Classification Situations 
to Classification Predictions 

• These shifts have given rise to a form of dynamic, situational 
profiling. 

• Classificatory categories are now modulated according to time, 
place, activity and context. 

• A subject may be scored differently at home, in transit or on 
holiday. 

• This logic no longer belongs solely to marketing, it is 
increasingly deployed in finance, employment, health, 
insurance, education, housing and mental health screening 
(Smith, 2017; 2019; 2020). 

• Classification becomes an environmental condition - latent, 
mobile and continuously recalibrated.



A New Class System worse than capitalism?

• McKenzie Wark (2019) has asked what if the system 
we are living in is no longer capitalism, what if we 
have moved on to something worse? 

• They proposed a new layer of means of production, 
the vectorial layer that exploits the production and 
control of information, had come to be as 
important as the previous layers that controlled the 
production of materials.

• Class system becomes vectorialists vs hackers 

• Burrell and Fourcade in ‘Society of Algorithms’: 
coding elite vs cybertariat 



Eigencapital  

• Fourcade and Healy: new form of capital that has potential to help understand the 
new vectoral layer of inequalities as it does more than just name a specific kind of 
capital for a specific field or purpose, it develops the Bourdieusian notion of capital 
beyond the embodied, objectified and institutionalised. 

• Eigencapital as forming from data traces, especially those made legible by 
algorithmic systems: online banking habits, transaction data, streaming activity —
then scored and weighted like assets. 

• In eigencapital, individuals are ranked rather than simply classified. 

• Eigencapital essentially forms a data proxy of one’s IRL self: in some instances, it 
will be actual data about the individual, in other circumstances, the individual is 
placed in a in a data profile or mosaic. 

• As people manage their digital scores, solidarity may erode, with individuals 
prioritising personal advancement over collective well-being, placing everyone on 
what they call ‘the road to selfdom’. 

• Rewards will be for individuals whose data fits normative behavioural models, but 
penalises those whose profiles deviate or lack visibility. 

• The ‘lumpenscoretariat’ are those pushed to the bottom of the ordinal scale, 
excluded from access due to low-quality, insufficient or 'non-compliant' data. 



Data Selves, Doubles, Doppelgangers: 
“Data Zombies” 

• I see eigencapital as a data zombie that follows one 
around: not quite the living, breathing self, but not 
quite a complete distortion, ‘tethered’ to you and the 
result of your dead free labour. 

“Spotify’s recommendation engine is great at 
understanding Rebecca and it has spent the last 12 
months understanding Rebecca’s manifest musical 
DNA. And then on a weekly, monthly, quarterly, yearly 
basis it will serve Rebecca recommendations based on 
Rebeccaness, which from a user experience point of 
view kind of feels good and that speaks to the DNA of a 
21st-century service because services make Rebecca’s 
life better.” 

• (Interview Senior Director, Major Record label, from 
Webster 2023)



Automating Middle-Class Surveillance 

•  I think one of the things that influences how there is so little public concern about 
data mining and manipulation is that most of us think that it will not really affect 
us in any material way, or worse, that it only really affects those below us who 
need to get welfare, or are in the criminal justice system, so they probably deserve 
it. 

• The increased surveillance on them is probably keeping me safer and I therefore 
benefit. 

• While that reflects how class relations poison how we relate to others, it is also not 
true anymore. 

• Automation is now commonly intervening further up the class system. 

• UK sociologist have shown how the rental market is being datafied and 
automated, where even getting to view an apartment is reliant upon giving up 
increasingly demanding array of data, including providing ongoing open access to 
your bank accounts (see Code Encounters) . 

• Job applications across many industry sectors are being read and sorted by AI. 

• This sees the rise of businesses offering to teach how to write a CV and application 
that will be favourably read by these machines: a new form of cultural capital? 



Automating  Surveillance

• Middle class professions are increasingly being surveiled and managed 
through ordinal data systems that often bear no relation to the realities of 
their job and are deeply unfair. 

• In the US for instance, effective teachers who are loved by students and 
their parents are being sacked based on automated evaluations of how 
those students are doing in standardised tests. 

• These evaluations do not consider any social or institutional contexts. 

• The teachers are sent automated scores with no information of how they 
are compiled or what they mean. 

• School principals have no choice but to send the teachers who score 
poorly packing, even if they think they are good at their jobs and want to 
keep them on . 

• Procedures such as this not only automate inequality but make it easier 
for people to treat other people badly and to so with less awkwardness or 
confrontation (see ‘Robodebt’ in Australia). 

• Inequality is therefore not only automated, but dehumanised. 



Ordinal Education
• Journal metrics, impact factors, cite 

scores, etc.: Q1, Q2 etc

• Citation counts

• Turnitin/ Canvas/Blackboard all track 
and horde data

• The REF 

• University ranking lists: QS, THE etc.

• LEO (longitudinal education 
outcomes data): measured by 
earnings and employment five years 
after graduation—and to estimate 
who pays for these degrees, the 
student or the taxpayer

• Informa has sold all our books to 
Chat-GPT



“Data Zombies” in the “Rentier Machine”

• ‘This ‘rise of digital platforms is another expression of the 
broader trend toward monopolization and rent extraction’ 
(Drott 2024: 7). 

• This is important here as it points to how the claims of 
innovation and disruption made by vested interests in the 
proliferation of the AI and machine learning mask the 
conservative and reproducing nature of their actual ends. 

• Importantly, I take the position in this regard, as per 
McQuillan’s (2022), that algorithmic AI assemblages in their 
current formation and development, maintain fascistic 
tendencies that will not be able to be erased or eradicated by 
adding more of ‘better’ data.



Bourdieu in a Digitalised and Financialised World

• Bourdieu’s concerns have not necessarily been eclipsed by these developments. 

• The violence of classification, the symbolic power of misrecognition, and the 
enduring force of cultural capital remain critical to understanding this new 
landscape. 

• What has changed is not the logic of distinction, but its operationalisation. 

• It has been encoded, automated and streamed, circulates through infrastructures. 

• These aspects need to be more seriously taken into account in cultural sociology.

• Bourdieu’s conceptual toolbox is still up to the task for critical sociological 
encounters with these developments, but there needs to be an added emphasis 
on the brute power of economic capital that has fully coopted cultural 
consumption into a data machine that funnels immense wealth to the top while 
exploiting everyday life for the purposes of the creation of new data markets and 
their investment in advertising, nudging and other forms of deliberate political 
and commercial manipulation. 

• How effective these manipulation methods are is an open empirical question that 
Bourdieu can also help address. 

• Bourdieu may now work for the bank, but his concepts can still provide a vision for 
understanding how the constructions of haunting data zombies maintain and 
monetise inequalities.
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